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Abstract
In this paper we present a novel container ISO-code recognition method which uses vertical edge information, a spatial structure window, and texture clustering. The vertical edge information is extracted using a top-hat transform. The candidate region and type of ISO-Code is obtained using a Spatial Structure Window (SSW) which wraps around the vertical edges. The ISO-Code is extracted using texture clustering by the K-Means algorithm which is then recognized by a Back-propagation Neural Network (BP). Experiments confirmed the robustness of the recognition algorithm on real images and videos.
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1. INTRODUCTION
As the accelerated development of global industries continues, international trade is playing an important role in national economies. To this end, thousands of containers need to be registered every day at cranes and container terminals. However, until recently, at most trading ports the gates are controlled by a human inspector called the Under-man who interpret and register container information manually. Unfortunately, this not only makes it easy to incur errors, but this paradigm is also too slow to manage the many thousands of cargo containers necessary on a daily basis. Sooner or later a viable automatic method that rapidly identifies containers will need to be implemented.

Many methods have been proposed for container ISO-Code recognition using computer vision and pattern recognition however they are subjected to substantive constraints. Notably, containers in many cases differ in color as well as in layout depending on their owners. Traditional methods of character extraction use vertical edge information. Edge detection and histogram thresholding methods [1] work well with gray level images. Applying a sobel mask to noise-removed images [2], top-hat morphology [3], [4], and alternating horizontal pulses for the edges of the characters in the horizontal direction [5] are alternatives to edge detection and histogram thresholding in several ways but may not be suitable for color images [7]. Oddly, finding ‘U’ character after binarization with 3 threshold levels [6] has been proposed, but the detachable freight containers, trailers and chassis don’t use the product group code ‘U’ [8].

We present an overview of our automatic container ISO-Code recognition system used to control the gates and cranes of trading ports in real-time in Section 2, and the spatial structure window and texture clustering method used to extract the ISO-Code in Section 3. How to segment and recognize the ISO-Code image is covered in Sections 4 and 5; the results of testing the algorithm in a real container yard and the evaluation of the efficacy of the device are discussed in Section 6. Section 7 presents our conclusions and lays out our future tasks.

2. THE SYSTEM OVERVIEW
An overview of the system is shown in Fig. 1. First, the system is triggered by the cameras and movement detectors in order to capture the container images. From these images, it determines the vertical edges, called texture, using white and black top-hat morphology after Gaussian smoothing. Second, it generates 7 types of structure windows. The size of the window is determined for the average size of the character mask. It finds the position and structure of the ISO-Code through the movement of the spatial structure windows. The system then rearranges each part of the ISO-Code into rows and segments the characters from the re-union image using binarization and K-Means clustering. Finally, the normalized individual characters are recognized using a Back-propagation neural network.

```
Fig.1 The Container ISO-Code Recognition System
```
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3. EXTRACTING THE CONTAINER ISO-CODE

3.1. THE TOP-HAT MORPHOLOGY

The top-hat morphology (aka top-hat transform) is an operation that extracts small elements and details from the container image. There are two types of top-hat morphology: The white top-hat morphology is defined as the difference between the input image and its opening by the structuring element; it can be used for characters which are brighter than their surrounding. The black top-hat morphology is defined dually as the difference between the closing and the input image in general, but we use opening operation again from an inverted input image instead of the closing. It can be used for characters which are darker than their surrounding. Fig. 2 shows examples of top-hat morphology results. Sometimes it is easier to remove the relevant objects rather than finding the irrelevant objects. An important parameter in this morphology is the width of the structuring element. This depends on the thickness of the characters; we use a 31px structuring element in a 720x486px image.
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![White Top-Hat Morphology](image2)

![Black Top-Hat Morphology](image3)

Fig.2 Top-hat morphology examples

3.2. THE CHARACTER MASK

After removing the noise, for instance in some large objects, both images are combined into one, as shown in Fig. 3(a) and all of the blobs are filled in using a closing operation, as shown in Fig. 3(b). The system then generates a character mask image using the run-length algorithm: If the distances for the objects are larger than 70px in the horizontal direction the objects are combined. We use a 45px distance in the vertical direction. This leaves only the biggest character mask through the labeling and checks its size and ratio. If the height of the mask is larger than 150px and 5 times the width, there is a possibility vertical types are present. If the height of the mask is larger than 250px, it must be a vertical type. Therefore, we do not consider horizontal types in the next step.
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Fig.3 The character mask generation

3.3. THE SPATIAL STRUCTURE WINDOW

There are several kinds of container ISO-Code structure types found in real ports, as can be seen in Fig. 4. We summarize these types into 5 horizontal and 2 vertical types, as shown in Fig.5. The size of each window is as same as the docking window; its size is decided by the labels which have had a closing operation done on them, in seen in Fig.3(b). The spatial structure window moves on all of the labels with a resizing gap for each window and thereby making a score using its weight. After discriminating all of the labels, the label with the highest score is selected as the correct container ISO-Code type. Fig. 6 shows the results of this extraction. After the extraction, the results are combined into one image in order to extract characters through the binarization and K-Means algorithms.
4. CHARACTER EXTRACTION

4.1. BINARIZATION

The cropped image and the inversed cropped image are binarized in order to extract the ISO-Code characters using the Otsu method \(^9\). After both images are labeled, we remove the non-character noise by satisfying the following conditions:

**The Container ISO-Code Character Conditions**

1. The width of each label must be larger than 2px and smaller than 50px
2. The height of each label must be larger than 15px and smaller than 100px
3. The width to height ratio must be larger than 0.9
4. The height to width ratio must be smaller than 6.0
5. The distance from the center is nearer than half of the height of the cropped image (Use a half of the weight in the vertical structure)

We then divide the characters into two parts: prefixes and numbers. We also check each part for blanks caused by a scratch or a crack. We generate the average distance of the characters and check the distance for every pair. We assume that there is a blank when the distance is greater than a multiple of 1.25. Fig. 7 shows the character extraction results.

4.2. K-MEANS CLUSTERING

Binarization is fast however it sometimes may not be able to differentiate between an object and its background because of variations in illumination and noise. We therefore divide the cropped image into three channels. Each image is clustered into three classes using the K-Means Algorithm \(^{10}\) as shown in Fig 8. After nine images are labeled, we remove the noises in the same manner as binarization.
5. CHARACTER RECOGNITION

The Back-propagation (BP) algorithm is a well known algorithm used in neural networks. It is efficient in Multi-Layer Perceptron (MLP) which is based on supervised learning. The architecture consist of three layers: the input layer, the hidden layer, and the output layer. The hidden layer is responsible for providing efficiency at the output. The BP algorithm first submits an input for a forward pass through the network. The network output is compared to the desired output and the error for all the neurons in the output layer is calculated. The fundamental idea behind the BP scheme lies in that the error is propagated backward to the earlier layers so that a gradient descent algorithm can be applied. This assumes that the network can ‘run backwards’, meaning that for any two connected neurons, the ‘backward weights’ must be the same as the ‘forward weights’.

In this paper, we normalize each character image into a 20x30 element image and create an input vector of 600 values. We use 20 hidden nodes and train 200 times in order to reduce the sum squared error to under 0.01. The network can be trained using individual prefixes (alphabet) and numbers (the last number wrapped in a box is included) and each training image is clustered using ART-II before using it as an input vector because the characters can differ in shape (or font) depending on the owner.

6. THE EXPERIMENTS

Over 34,000 images were taken by four cameras attached to the side of a crane for a month, as shown in Fig. 9(a); these images were recognized through the proposed algorithm in real-time. For the most part, two cameras could take a different side of the same container, as shown in Fig. 9(b); we used this advantage in the image acquisition system to increase the recognition rate.

All of the individual characters extracted from 18,201 images were recognized well, another 13,455 images were recognized except for only one character which was hurt or scratched. This successful 92.15% of the total images were compared to the human generated list, which included the load/unload schedule on board; they matched up to the list. Using the list, more than 2000 images can be recognized, even if only 7 to 9 individual characters were extracted. In other words, 98.39% of the images could be recognized on the list.

The proposed algorithm takes 240ms on an average to recognize one container in a dual core 3GHz PC with 4GB of memory. Fig. 10 shows the recognition results.
7. CONCLUSION

In this paper we present a texture clustering method using a Spatial Structure Window to extract container ISO-Codes and their structure. It is an efficient method for automatic character recognition in mass environment images via the BP algorithm. The proposed method involves an edge detection algorithm using white and black top-hat morphology after Gaussian smoothing and character segmentation algorithms using binarization and K-Means Clustering. The segmented characters are normalized and recognized using a Back-propagation Neural Network.

The evaluation of the performance of the algorithm was done by conducting field tests in a container terminal. The results yielded a recognition rate of 98.39% for all of the images taken over a month, not only with a very large variability of brightness and contrast, but also in the presence of shadows.
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